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Abstract. In this contribution we propose a 3D-deblocking

method for macroblock loss recovery in block-based video

decoding systems. For a lost macroblock, the motion vector

is estimated. Using the estimated motion vector a deblocking

filter recovers the lost macroblock by the corresponding

motion compensated image samples of the previous frame.

Macroblock borders are filtered, if block artifacts are esti-

mated by this deblocking filter. It is shown that in case of

transmission errors this restoration technique can successfully

be used in block-based video decoding systems.

Index Terms Error concealment, video restoration, video

coding and transmission

1 Introduction

When transmitting block-based coded video over error-

prone networks, packets may be lost in case of trans-

mission errors. Due to entropy coding, image informa-

tion is lost until a synchronization marker is reached.

Here, visually annoying block artifacts are introduced in

decoded video frames. In this contribution we propose

a 3D-deblocking method which can reduce those arti-

facts. There are several different methods for error con-

cealment in block-based video decoding systems. Gen-

erally, restoration techniques are either spatial to con-

ceal Intra-coded frames, temporal or spatio-temporal to

conceal Inter-coded frames. In this contribution we are

investigating a spatio-temporal method for macroblock

loss recovery in Intra- and Inter-coded frames.

The Boundary Matching Algorithm (BMA) [1] re-

covers a motion vector of the lost macroblock by us-

ing the information of surrounding errorfree received

motion vectors. This is a temporal technique. The De-

coder Motion-Vector Estimation Algorithm (DMVE)

[2] is also a temporal technique and uses image sam-

ples which are immediately neighbored to the lost mac-

roblock. Using these neighboring image samples, the

DMVE is looking for the best match in the previous

frame. H.264 Intra [3] is using surrounding errorfree

or concealed image samples for spatial linear interpola-

tion. A content-based adaptive spatio-temporal method

(CABLR) [4] is using temporal image information for

macroblock loss recovery, if the temporal information

fits well. Otherwise correctly received or concealed spa-

tial neighboring macroblocks are used to recover a lost

macroblock. Finally a range constraint is applied on

spatially recovered macroblocks.

H.264 Intra introduces blurred image areas because

of spatial linear interpolation. BMA and DMVE are

both temporal methods and introduce block artifacts in

case of object occlusions and uncovering. CABLR con-

ceals either temporal or spatial. Through this switch-

ing scheme, either blurred image areas or block arti-

facts are visible. The proposed 3D-deblocking is a joint

spatio-temporal method which outperforms the refer-

ence methods both in objective and subjective video

quality.

2 3D-Deblocking

The block diagram of the proposed 3D-deblocking is

shown in Fig. 1. The 3D-deblocking method is esti-

mating a motion vector for the lost macroblock. The

Motion
estimation

Deblocking

s3D

s

Fig. 1. Block diagram of 3D-deblocking.

deblocking unit uses the estimated motion vector for

temporal recovery and additionally spatial neighboring

macroblock samples of the current frame for deblock-

ing.

2.1 Motion Estimation

The motion vector of the lost macroblock m̃vm and

m̃vn is estimated similar to DMVE [2] by minimizing

a weighted sum of absolute differences SADw. Eq. (1)

and Eq. (2) show, how SADw is calculated and how the

motion vector is estimated from the minimum SADw.

Image samples s in the current frame k are compared

to motion compensated image samples in the previous

frame k� 1. A weighting function w represents correct

(w = 1) and incorrect (w = 0) received image sam-

ples in the current frame k. In Fig. 2, the area marked
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Fig. 2. Left: Frame k�1. Right: Frame k. The area marked in

dark-gray represents the SADw[mvm, mvn] evaluation area

with w[m, n] = 1. The area marked in light-gray represents

the lost image samples with w[m, n] = 0. Both for the left

most consecutive macroblock loss.

in dark-gray represents correct and the area marked in

light-gray represents incorrect received image samples

for the left most consecutive macroblock loss. The small

arrow in Fig. 2 shows one of the evaluated motion vec-

tors. The size of a lost macroblock is given by M and

N in row and column direction respectively. m0 and n0

represents the left top image sample in the lost mac-

roblock. Hence we calculate the weighted sum of abso-

lute differences by

SADw[mvm,mvn] =

m0+M+1∑

m=m0�2

n0+N+1∑

n=n0�2

w[m,n] � js[m,n, k]�s[m + mvm, n + mvn, k � 1]j (1)

and the best matching motion vector by

[m̃vm, m̃vn] = arg min
mvm,mvn

(SADw[mvm,mvn]).(2)

The difference between DMVE and this method is

the weighting function. DMVE treats concealed areas

as correctly received image samples by setting w = 1.

In this approach, concealed areas are treated as incor-

rectly received areas by setting w = 0. After estimat-

ing the lost motion vector, the missing macroblock can

be restorated by the corresponding motion compensated

image information of the previous frame k � 1.

In case of object occlusions and uncovering, motion

compensated image samples of frame k � 1 may not

fit very well and some kind of block artifacts may be

introduced. Therefore a deblocking filter is further used

for reducing block artifacts.

3 Deblocking

A deblocking method based on [5] can reduce these ar-

tifacts by using the motion compensated macroblock
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Fig. 3. Block diagram of the deblocking filter.

image information of frame k � 1 and spatial neigh-

boring image samples of frame k. For deblocking, the

considered image samples are either neighboring spa-

tial or temporal image information. For detection and

classification of block artifacts, image samples at mac-

roblock borders are analyzed. Based on this classifica-

tion, image samples at macroblock borders are adapted

such that these samples represent the statistic of the

neighboring image area. In Fig. 3, the block diagram

of the deblocking method is shown. First, temporal er-

ror concealment is copying the corresponding motion

compensated macroblock of the previous frame into the

lost macroblock area:

s[m,n, k] = s[m + m̃vm, n + m̃vn, k � 1]. (3)

m = m0, ...,m0 + M � 1 and n = n0, ..., n0 + N � 1
represents the lost macroblock area. Two different gra-

dients, a primary gradient 5p and a secondary gradient5s, are computed for analyzing a macroblock border.5p represents the sum of absolute differences along

a macroblock border and 5s the mean value of two

sum of absolute differences within neighboring mac-

roblocks. Eq. (4) and Eq. (5) are examples for analyzing

the top macroblock border.5p =
N�1∑

n=0

js[mo � 1, no + n, k]� s[mo, no + n, k]j (4)



5s = 0.5 � N�1∑

n=0

js[mo � 2, no + n, k]� s[mo � 1, no + n, k]j
+ 0.5 � N�1∑

n=0

js[mo, no + n, k]� s[mo + 1, no + n, k]j (5)

Based on 5p and 5s, a block detection unit estimates

if block artifacts appear along a macroblock border. In

uncompressed images, the ratio between primary gra-

dient 5p and secondary gradient 5s is approximately

one. 5p5s

� 1 (6)

In compressed images, because of the block based cod-

ing structure, this ratio is greater than one. Block arti-

facts are decided to be present in case this ratio exceeds

a defined threshold Tblock.5p5s

> Tblock (7)

In this case, two different deblocking filters for homo-

geneous or detailed areas are used for filtering the in-

vestigated macroblock border.

Based on the secondary gradient 5s, an activity de-

tection unit estimates what kind of deblocking filter is

used for deblocking the considered macroblock border.

The activity detection unit compares the secondary gra-

dient with a threshold Tactivity . In case5s > Tactivity, (8)

the deblocking filter for detailed areas is selected. Oth-

erwise, the deblocking filter for homogeneous areas is

used.

3.1 Deblocking Filter for Homogeneous Areas

For estimated homogeneous macroblock borders, a fil-

ter for homogeneous areas with operating distance of

length 4 is used. Fig. 4 illustrates how this filter works.

The step function located at the macroblock boundary

(samples marked in gray) is formed to a ramp func-

tion (samples marked in white). At the considered mac-

roblock border, each boundary position is filtered. At

each boundary position, the step height ∆ is evaluated.

A factor of 1/5 is multiplied with the measured step

height ∆ and added or subtracted to or from the con-

sidered input sample. An edge at a macroblock border

is estimated, if the absolute value of ∆ is higher than

a threshold Tedge. In this case, the filter for deblocking

homogenous areas is switched of.

∆
1/5 � ∆Block boundary

Fig. 4. Deblocking homogenous area.

3.2 Deblocking Filter for Detailed Areas

For estimated detailed macroblock borders, a filter with

a smaller operating distance of two pixels is used. The

operating distance is smaller than for filtering homoge-

nous areas, because details should be preserved in de-

tailed areas. At each macroblock border position, a 4-

point 1D-DCT upright and centered to the macroblock

border is done. In Fig. 5 the gray marked samples show

which samples are used for the 4-point 1D-DCT in case

of a vertical macroblock border. The highest coefficient

Fig. 5. Deblocking detailed area.

index of the 4-point 1D-DCT is responsible for appear-

ing block artifacts [5]. This coefficient is decreased by

a factor α. The inverse 4-point 1D-DCT is only com-

puted for the two dark-gray samples in Fig. 5. In case

the absolute difference between the two recovered sam-

ples after filtering is higher than ∆/2, the deblocking

filter for detailed areas is switched off. Otherwise, the

samples obtained from the inverse 4-point 1D-DCT are

used for the samples marked in dark-gray.

4 Simulation Results

For simulations we consider uncompressed video

frames of size CIF and 25 frames per second. Consec-

utive macroblocks are lost in every 5th video frame. In

each third macroblock row, 18 consecutive macroblocks

are lost starting with the third macroblock in one row.

The following parameter set for 3D-deblocking is used

for this simulation: Tblock = 1.5, Tactivity = 250 for

the luminance, Tactivity = 125 for the chrominances,

Tedge = 100 and α = 0.03. For BMA the necessary



Fig. 6. Left: Original image. Right: Consecutive 16�16 macroblock loss.

Fig. 7. Left: H.264 Intra [3]. Right: DMVE [2].

Fig. 8. Left: CABLR [4]. Right: 3D-deblocking.



surrounding motion vectors has to be pre-computed and

DMVE uses a two line neighborhood.

The colorspaces Y, U and V are filtered separately for

H.264 Intra. For DMVE, CABLR and 3D-deblocking,

the motion vector is only estimated for the luminance

and further used for the chrominances. If the luminance

in CABLR is recovered spatially, then also the chromi-

nances are recovered spatially. For 3D-deblocking, the

deblocking unit is used for Y, U and V separately.

In Fig. 6 a frame of the Basketball sequence is shown

without errors at the left hand side and with consecu-

tive macroblock loss at the right hand side. The results

for H.264 Intra are shown at the left hand side and for

DMVE at the right hand side in Fig. 7. H.264 Intra is

introducing blurred image areas because of the linear

interpolation. DMVE introduces some block artifacts in

case of object occlusions and uncovering, as seen at the

arm of the left basketball player. Also CABLR is intro-

ducing some block artifacts, as seen in Fig. 8 at the left

hand side. For the proposed 3D-deblocking method, the

recovered areas don’t look blurred and appearing block

artifacts are further reduced. This can be seen in Fig. 8

at the right hand side.

In Table 1 mean luminance PSNR results for different

videos and error concealment methods are shown. The

PSNR values are only evaluated at the lost macroblock

areas. Spatial methods like H.264 Intra yields the low-

est PSNR values. CABLR performs well in video se-

quences with less motion and homogeneous image ar-

eas like Foreman. DMVE yields the highest results for

the Coastguard sequence. 3D-deblocking on average

achieves the highest PSNR results over all video se-

quences.

In Fig. 9 luminance PSNR results for the sequence

Basketball are shown. H.264 Intra achieves for every

evaluated frame the smallest PSNR results. The results

obtained from CABLR are for 4 of 20 frames better than

the results from DMVE. 3D-deblocking yields for 18 of

20 frames the highest PSNR results.

5 Summary

In this paper we presented a 3D-deblocking method for

macroblock loss recovery in block-based video decod-

ing systems. The simulation results show that for mac-

roblock loss in uncompressed video frames this method

outperforms reference methods like H.264 Intra, BMA,

DMVE, and CABLR both in subjective and objective

video quality. For compressed video data, in case of

transmission errors, appearing artifacts are propagated

from erroneously decoded Intra-coded frames to Inter-

coded frames. 3D-deblocking is well suited for recov-

ering lost macroblocks. Using 3D-deblocking for Intra-
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Fig. 9. PSNR results for evaluated Basketball frames.

Table 1. Mean Y PSNR results in dB.

Video Fore- Basket- Sales- Flower Coast-

man ball man garden guard

H.264 Intra [3] 21.99 15.93 22.26 15.44 17.74

Zero MV 27.02 15.60 32.91 16.48 22.59

BMA [1] 30.76 20.27 33.41 23.31 26.32

DMVE [2] 32.75 21.16 32.60 26.51 28.46

CABLR [4] 33.15 20.58 32.63 25.86 27.68

3D-deblocking 33.46 21.73 33.49 27.23 27.86

coded frames, error propagation to Inter-coded frames

can be reduced. Additionally, using 3D-deblocking

for Predictive-coded frames, error propagation to Bi-

directional-coded frames can be reduced.
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